MA1023C,MA1032-1552-Proofs ucjaya@uom.lk-2016,/12/20 Page 1 of 2

Theorem 1. Newton-Kantorovich Theorem
1.Let f :a,b] = R
2.f" # 0 and there exists 5 > 0 such that \f( < <pB

3.f" is Lipschitz continuous with constant ~y

4.x0 € [a,b] and x4 = ) — }f,((”;’;)), k>0

5| fe| = e

6. =afy < %

7]zo — 2a, 29 + 20 C [a, b]

Then

1. limy o T = 2 € [19 — 200, k9 + 20| 15 a unique root of f

2. |z, — 2| < 200 !

Proof. By definition we have, |zj1 — x| = Jf,(xk) < B|f(zx)| = ﬁ\f(a:k) — f(xp-1) —
(Iﬁk—xk D ()l =8\ [0, f)dt — f(xr) xikldt‘ < B L5 @) = fl(ap-n)ldt] <
Cot = 1|dt’ = 307w, — zp1)? = plag — zp|?

Also by using the formula k times, |71 — 2] < play — 21> < p(plzr_1 —

xk_2‘2)2 _ p1+21|xk 1 - l’k—2|22 < p1+21+22+-~+2’“*1‘

k k_
Lpa)? = 5 (apy)? = ag® !
So we have |z — zx| < agq
Now a general difference,
[Tryj — k| = |Thyy — Teyjo1 + Thojor — Thajoo + oo F Tppn — 2| < |wpyy —
ok+i-1_1 ok+1-2_1
Thrj1| + |Thrjo1 — Thpjo| + -+ + |[Tp1 — 2| < g + aq +o
P ) <ag (@ @) ) =
ag® ! (1 + () + ()P +.. ) < ag® ! <1 + () + () + .. )

< ongk_l (1 +q+¢+.. ) = oquk_lﬁ < qu2k_11i1 - 2O‘q2k_1 since 0 < ¢ < % <1

k_
r1 — l‘o|2k = p%\lﬁ - 330|2k =

2k_1

&q2k—1 — aq ! <q2k+q

Finally we have |z, — | < 2a¢® ~'(1)

Note that by & = 0in (1)we have |z;—x| < 20zc120*1 = 2a:80 T, € [T9—20, T9+20]

Also by (1) and 0 < ¢ < 1, z; is a Cauchy sequence and converges to z €
[xg — 2a, ko + 2a] (take j — oo in (1))

Let g : [zo — 2c, xg + 20] = [19 — 20, 79 + 2] be defined by g(x) = x — ) e ¢,
Then z = g(z) and f(z) =
Also Jg(y) = g(@)] = |y — o = LLD] = Lo | [Y(f/(2) = /()]
< B[ 1f (@) = f@)ldt] < By |[) e — tldt| < 5871z —yl* < 208y]x—y| = 2q|z—y]
Therefore g is a contraction since (2¢ < 1).
Now assume that z; # z with f(z1) = 0. Then |21 —z| = |g(21) —g(2)| < 2¢|z1—2| <
|21 — z| which is a contradiction. Therefore z is unique.
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Theorem 2. Error formula for the Szmpsons Rule
If f € C*, error in the Simpson’s rule is — 180 e f )(n) where n € (a,b)

Proof. With usual notation, let p(x) be the degree two Lagrange polynomial of f(x)
agreeing with it on three points xg, 1, xo which are distance h apart.
Consider error on the first two intervals, fx? (f(x) — p(x))dx

We define a degree three polynomial as follows

q(z) = p(z) + 7z (P'(z1) — f'(21)) w(@) where w(z) = (2 — zo)(z — 21)(x — 22)
We notice that q(zx) = p(x) = f(xg) for k. =0,1,2 and ¢'(x1) = f/'(z1)

First we claim that f(z) = q(x)—k%u(x) where u(z) = (z—x¢)(x—x1)*(x—22)

and ( € (xg, 2). To prove this define g(y) = f(y) — q(y) — u(y) {222

Now g(y) = 0 for y = x¢, x1, 29, and ¢'(z1) =0

This implies, by the Mean Value Theorem that there is (; € (xg,z3) such that
@

W) = fOG) — 0 — 41fe@) )( )( 2 = 0 or f(z) = q(z) + f4—(,<1)u(x) for some

(1 € (xp, 12) as de81red.

Now we notice that

fx? w(x)dz
= xQ(x — :L'o)(a: —x1)(x — z9)dx
= "t +h) @)t —hydt = [, (B — h2)dt = 0

ThlS 1mphes that
ﬁaﬂ@—M@Mx:ﬁﬂﬂ@—w@Mx:ﬁﬁ%®<>m-ﬂ$“ﬁ2<Mx

since u(z) does not change sign on (g, r3) and because f*(n;(x)) is a continuous
function.

Now
fx? u(x)dx
— Jap (x - Io)(.%’ - x1)2($ — $2)d$
h ; ,1h .
f (t+ h)( —hydt = [" (t' — h*t?)dt = {%_hg%}_h _ 9 [%_%} _ —%h5

So the error on [xo, To] is
@) (1, @ (, 5
T [ () de = T (—5h°) = — g5 O ()

We notice here that n needs to be even in order to cover [a, b] by non-overlapping
intervals similar to [z, 23] and we need § of such intervals. Now adding error terms
in each interval we have the total error,

o 5 Sn n

32 1_h_ ()(77]) = T90 1f ( ) = 302 (4)(77) = 15?0 (4)( ) for n E (a b)
using Extremum and Intermedlate Value Theorems for f € C* 1e for f
Using h = =2, the total error is also equal to —%]‘“)(n) = 180n4 f )(n)
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